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Abstract 

Recommender Systems are a perfect example for automatic Machine Learning (aML) – which is the 

fastest growing field in computer science generally and health informatics specifically. The general 

goal of ML is to develop algorithms which can learn and improve over time and can be used for 

predictions and decision support – which is of the central interest of health informatics. Whilst 

automatic approaches greatly benefit from big data with many training sets, in the health domain 

experts are often confronted with a small number of complex data sets or rare events, where aML-

approaches suffer of insufficient training samples. Here interactive Machine Learning (iML) may be of 

help, which can be defined as “algorithms that can interact with agents and can optimize their learning 

behaviour through these interactions, where the agents can also be human”. Such a human can be an 

expert, i.e. a medical doctor, and this “doctor-in-the-loop” can be beneficial in solving computationally 

hard problems, e.g., subspace clustering, protein folding, or k-anonymization of health data, where 

human expertise can help to reduce an exponential search space through heuristic selection of samples. 

Therefore, what would otherwise be an NP-hard problem, reduces greatly in complexity through the 

input and the assistance of a human expert agent involved in the learning phase. Important future 

research aspects are in the combined use of both human intelligence and computer intelligence, in the 

context of hybrid multi-agent recommender systems which can also make use of the power of 

crowdsourcing to make use of joint decision making – which can be very helpful e.g. in the diagnosis 

and treatment of rare diseases.  

1 Introduction 

Originally the term machine learning (ML) was defined as “... artificial generation of 

knowledge from experience”, and the first studies have been performed with games, i.e., with 

the game of checkers (Samuel, 1959). Today, ML is the fastest growing technical field, at the 

intersection of informatics and statistics, tightly connected with data science and knowledge 
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discovery; and health informatics is among the greatest challenges (Jordan & Mitchell, 

2015), (Le Cun, Bengio & Hinton, 2015), (Lake, Salakhutdinov & Tenenbaum, 2015). 

In daily life we have often to make decisions without sufficient experience or personal 

background knowledge of alternatives, consequently we rely on recommendations of other 

people. Consequently, recommendations are a firm part of natural human social interaction 

(Taraghi, Grossegger, Ebner & Holzinger, 2013), (Desrosiers & Karypis, 2011). 

Apart from these naïve daily observation, decision making/decision support is the supreme 

discipline in health informatics and the core competency in the health sciences (McNeil, 

Keeler & Adelstein, 1975), (Croskerry & Nimmo, 2011), (Holzinger, 2014). 

Recommender systems primarily assist and augment these natural social processes. In a 

typical recommender system people provide recommendations as inputs, which the system 

then aggregates and directs to appropriate recipients. In some cases, the primary 

transformation is in the aggregation; in others the system’s value lies in its ability to make 

good matches between the recommenders and those seeking recommendations (Resnick & 

Varian, 1997). 

2 Background and Related Work 

The underlying theory of recommender systems is in collaborative filtering. The idea stems 

from famous Xerox PARC, first applied in the Tapestry system (Goldberg, Nichols, Oki & 

Terry, 1992).  

2.1 Collaborative Filtering 

Collaborative filtering (CF) allows users to tag content and have other users benefitting from 

this tagging. Beyond the manual tagging automatic use-based tagging can be applied. 

Consequently, CF may be considered a special case of usage mining, which relies on 

previous recommendations by other users in order to predict which among a set of items are 

most interesting for the current user (Srivastava, Cooley, Deshpande & Tan, 2000). This 

helps to answer the question of “what is interesting?” (Miller & Sittig, 1990), (Silvia, 2005) 

which is together with the question “what is relevant?” among the grand research questions 

in decision making and decision support, which is an growing research area in both machine 

learning and health informatics (Tulabandhula & Rudin, 2014), (Holzinger, 2014). 

Systems following such approaches are generally called recommender systems: humans 

provide recommendations as inputs, which the system then aggregates and directs to 

appropriate recipients. In some cases, the primary transformation is in the aggregation; in 

others the system’s value lies in its ability to make good matches between the recommenders 

and those seeking recommendations (Resnick & Varian, 1997). 

Naturally, recommender systems are in the daily experiences of most Web users today and 

have manifold applications in different domains, ranging from E-commerce (product 
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recommendations) to Science (e.g. recommending papers to reviewers) with sheer endless 

application possibilities. In contexts with increasing information overload, people have to use 

a variety of strategies to make choices (Jannach, Zanker, Felfernig & Friedrich, 2010). 

Technically, recommender systems store a data table that records for each user/item pair 

whether the user has made a recommendation for the item or not, and also the strength of the 

recommendation. Typical approaches are content-based or user-based approaches or hybrid 

approaches. Bayesian classifiers, non-negative matrix factorization or singular value 

decomposition are used to cluster documents, users and interests for recommendations. 

These numerical approaches are extended by machine learning approaches, e.g. deep 

learning approaches (Wang, Wang & Yeung, 2015) or evolutionary computing approaches 

(da Silva, Camilo, Pascoal & Rosa, 2016).  

However, understanding how a neural network completes its task is still hard or impossible 

to answer. Visual interpretations of neuron-feature relationships have been impressively 

demonstrated using feed-forward networks in the Deep Dream Project of Google. Using 

high-dimensional non-visual data, makes this task infinitely more complicated and there are 

a lot of open research routes for future work. 

2.2 Interactive Machine Learning with the human-in-the-loop 

Interactive Machine Learning (iML) can be defined as algorithms that can interact with both 

computational agents and human agents and can optimize their learning behaviour through 

these interactions (Holzinger, 2016b), (Holzinger, 2016a). In active learning such agents are 

called oracles (Settles, 2011).  

2.3 When is the human-in-the-loop beneficial? 

There is evidence that humans sometimes still outperform ML-algorithms, e.g., in the 

instinctive, often almost instantaneous interpretation of complex patterns, for example, in 

diagnostic radiologic imaging: A promising technique to fill the semantic gap is to adopt an 

expert-in-the-loop approach, to integrate the physician’s high-level expert knowledge into 

the retrieval process by acquiring his/her relevance judgments regarding a set of initial 

retrieval results (Akgul et al., 2011). Despite these apparent findings, so far there is little 

quantitative evidence on effectiveness and efficiency of iML-algorithms. Moreover, there is 

practically no evidence, how such interaction may really optimize these algorithms, even 

though “natural” intelligent agents are present in large numbers on our world and are studied 

by cognitive scientists for quite a while (Gigerenzer & Gaissmaier, 2011). A very recent 

work is on building probabilistic kernel machines that encapsulate human support and 

inductive biases, because state-of-the-art ML algorithms perform badly on a number of 

extrapolation problems, which otherwise would be very easy to solve for humans (Wilson, 

Dann, Lucas & Xing, 2015). 
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2.4 Trust for the doctor-in-the-loop 

The doctor-in-the-loop (DiL) as new paradigm in information driven medicine, picturing 

the doctor as authority inside a loop not only supplying an expert system with data and 

information, but also to interactively manipulate algorithms and tools (Holzinger, 2016a), 

(Holzinger, 2016b). Before this DiL-paradigm can be implemented in any such system for 

use in real-world clinical medicine, the trustworthiness of such a system must be assured (O' 

Donovan & Smyth, 2005). It is well known that publicly accessible adaptive systems such as 

collaborative recommender systems present a huge security problem, mostly due to the fact 

that potential attackers cannot easily be distinguished from end users. Apart from technical 

risks, such attacks may lead to a degradation of user trust in the objectivity and accuracy of 

such system. A major issue for further research is in modelling attacks and to examine their 

impact on recommendation algorithms.  

One benefit of the DiL paradigm could be that hybrid algorithms may provide a higher 

degree of robustness (Mobasher, Burke, Bhaumik & Williams, 2007). The doctor as 

authority inside a loop with an expert system in order to support the (automated) decision 

making with expert knowledge, not only includes support in pattern finding and supplying 

external knowledge, but the inclusion of data on actual patients, as well as treatment results 

and possible additional (side-) effects that relate to previous decisions of semi-automated 

systems. In this sense, the DiL-concept can be seen as an extension of the increasingly 

frequent use of knowledge discovery for the enhancement of medical treatments together 

with human expertise: The expert knowledge of the doctor is enriched with additional 

information and expert know-how (Kieseberg, Weippl & Holzinger, 2016), (Kieseberg et al., 

2016), (Kieseberg, Frühwirt, Weippl & Holzinger, 2015). 

3 Future Outlook 

We are very much interested in applying recommender systems for solving problems in 

health informatics, where there is not much previous work. To date as of 5th June 2016, the 

related work comprises 17 results in the Web of Science with the title “recommender 

systems health”, the oldest ranging back to 2007 and the most cited having 14 citations: 

A five page research statement on the use of recommender systems for personalized health 

education by (Fernandez-Luque, Karlsen & Vognild, 2009) argues that these systems do not 

take advantage of the increasing amount of educational resources freely available on the 

Web, and they point out that it is a difficult problem to find and to match the relevant ones.  

(Sezgin & Ozkan, 2013) provided at the EHB 2013 a four-page review on health 

recommender systems, where they emphasize the increasing importance od so-called 

context, Health Recommender Systems (HRS) which are presented as complementary tools 

in decision making processes in health care services and have potential to increase usability 

and acceptance of technologies and reduce information overload in many processes. 
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A very important future research is in measuring and benchmarking recommender systems, 

particularly in terms of acceptance of end users (Ziefle, Klack, Wilkowska & Holzinger, 

2013) and satisfaction and to personalize the system exactly to the needs, demands and 

requirements of the end user, and this opens a lot of future research issues, bringing diversity 

and personalization not just to the contents of recommendation lists, but to the 

recommendation process itself (Zhou et al., 2010). Quality issues of recommender systems 

will be crucial for the application in the health domain.  

Most of all, more comprehensive quality measures are urgently sought, but need much 

theoretical and experimental future work (Herlocker, Konstan, Terveen & Riedl, 2004). The 

problem is still that most metrics focus on accuracy and ignore e.g. serendipity and coverage. 

For answering the question “what is interesting?”, which is highly important for health 

informatics. There are well-known techniques by which algorithms can trade-off reduced 

serendipity and coverage for improved accuracy (such as only recommending items for 

which there are many ratings). Since users value all three attributes in many applications, 

these algorithms may be more accurate, but less useful – for algorithm designers this is a 

difficult task, where again the DiL-paradigm can be very helpful, because the question “what 

is interesting?” is inherently subjective and of human nature. We need comprehensive quality 

measures that combine accuracy with other serendipity and coverage, so algorithm designers 

can make sensible trade-offs to serve users better.  

Serendipity is discovery of interesting items by accident, and is one of the cornerstones of 

scientific progress. However, “what is interesting” is a hard question, and is even hard to 

define as it is an essentially human construct (Beale, 2007). 

Another very important research issue is trust in recommender systems, as they have proven 

to be an important response to the information overload problem, by providing end users 

with more proactive and personalized information services in the past (O' Donovan & Smyth, 

2005), but there are a lot of open research questions in the factors that play roles in guiding 

recommendations, and must particularly emphasize gender and age (Ziefle, Röcker & 

Holzinger, 2011). This is also related to user satisfaction, and (Herlocker, Konstan, Terveen 

& Riedl, 2004) recommend that four questions deserve future attention: 1) For different 

metrics, what is the level of change needed before end users notice or user behaviour 

changes? 2) To which metrics are end users most sensitive? 3) How does end user sensitivity 

to accuracy depend on other factors such as the interface? 4) How do factors such as 

coverage and serendipity affect user satisfaction? Moreover, Herlocker et al. (2004) state that 

if these questions are answered, it may be possible to build a predictive model of user 

satisfaction that would permit more extensive offline evaluation. By the way, we emphasize 

always the term end user, intentionally, as it will be of particular importance to focus on 

particular end user groups, e.g. health practitioners, clinical doctors, biomedical researchers 

where there will be great differences among them. 

Also very interesting is the combination of collaborative filtering with content-based 

approaches to recommender systems, i.e., approaches that make predictions based on 

background knowledge of specific characteristics of end users, which is a huge topic in 

preference learning (Fürnkranz, Hüllermeier, Cheng & Park, 2012).  
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Today, recommender systems are assisting Web users in the daily process of identifying 

items that fulfil their wishes, requirements, demands and needs and have been applied in E-

commerce settings for quite a while with extreme success – and still needing much future 

research (Felfernig et al., 2013). 

Tomorrow, the next big thing is in the application of such system in the health informatics 

domain, for the benefit of patients, doctors and hospital managers – just everybody to stay 

healthy and fit. 
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